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Extra-Vehicular Activity Robotic Assistant

The Extra-Vehicular Activity (EVA) Robotic Assistant is a mobile robot designed to assist astronauts during EVA on a planetary surface such as the Moon or Mars.  This project explores all facets of the requirements for collaboration between a suited astronaut and an autonomous, or semi-autonomous robot, from the size and speed of the robot to the methods by which the astronaut communicates with the robot.  

Current glove designs constrain the dexterity of an astronaut, preventing effective use of a keyboard, touchpad, or mouse.  The EVA Robotic Assistant incorporates onboard voice recognition and speech synthesis to solve this problem, allowing natural communication between robot and astronaut.  Stereo vision based gesture recognition allows non-verbal communication via hand signals and pointing motions.  Pose recognition allows the robot to anticipate an astronaut's needs and deduce helpful information about objects in the scene.

Spacesuits have heavy life-support backpacks that limit the extra equipment that an astronaut can carry.  The EVA Robotic Assistant is designed to carry tools, samples, and emergency equipment, and to tow a trailer that can deploy power cables or a flexible solar panel.

The robot engages in several autonomous activities as well, such as scouting, terrain mapping, video coverage, target tracking, and following.  These activities make use of a variety of sensors and devices, including stereo vision, sonar, compass, GPS, pan-tilt-verge camera platform, inertial navigation, and a laser range-finder.

Currently in its second year, this project involves collaboration between the Engineering Directorate, Advanced Spacesuit Lab, EVA Program Office, Exploration Office, Carnegie Mellon University, and NASA Ames Research Center.

FY00 Accomplishments

· Modified commercial robot to handle appropriate terrain (added tower to support antennas and camera platform, extended drivetrain down and out to improve clearance over rocks, and added pan-tilt-verge camera platform)

· Began buildup of multi-processor, multi-thread software architecture for robot control using CORBA and C++

· Added voice recognition and voice generation so a suited astronaut can command the robot and receive feedback

· Installed stereo vision tracking hardware and software

· Demonstrated autonomous behaviors and astronaut interaction as part of September 2000 field tests at three sites near Flagstaff, AZ

· Developed graphical user interface for robot teleoperation, status monitoring, and behavioral mode switching

Commercial Uses/Public Benefits

· Hands-off communication and cooperation between humans and robots

· Efficient task execution in underwater, construction, mining, and rescue environments

· Camera tracking and video recording for automated security and surveillance tasks
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